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Introduction
The following report presents an in-depth analysis of our ARTIFICE squad project called
“NESSA”. NESSA is an AI assistant designed to help seniors stay connected in the real
world by suggesting concrete activities to fill their often monotonous lives. The project is
part of a broader system to fill the gap of the societal issues of elderly isolation, and
inactivity due to boredom. Our research found that older adults are more vulnerable to
isolation due to factors like retirement, lower mobility, health issues, and consistent loss
of social connections (Cacioppo & Cole, 2019).

We cover the project goals, challenges, andmethodology used to develop the prototype
from its ideation phase to the display of a holistic system revolving around NESSA on
demo day. The report will also cover a week-by-week account of results, feedback, and
the consequent actions we took as a result of the feedback. Additionally, the design
process, which evolved from theoretical background research to the practical
implementation and use of AI, will be discussed. This includes the project’s design
rationale, which mainly came from theories, questionnaires, workshops, tutor feedback,
peer reviews, and user tests. Finally, we will also evaluate the choices made at each
stage and include a reflection on future recommendations for challenge-based learning
experiences.

Research related work
Ideation and research played a significant role in this project, mainly because we were
unfamiliar with AI or our target group. Through weeks of ideation, our process settled on helping
elderly people be more socially engaged.

We worked with assumptions during the early stages of ideation. However, we needed to back
up our claims with scientific research to argue for our concept and help us make
research-based decisions in the design process and the further development of our idea. For
this reason, we delved into these concepts to find accurate data for the claims in research
papers and articles and analyze the current market and existing products, addressing the same
issues.

Research papers and articles

This semester, we read numerous articles and research papers and uncovered valuable insights
into loneliness and technology related to our user group. We stress the articles and research
papers below, as they were the most relevant to our project and had the largest impact on our
decision-making.

Firstly, our research on loneliness revealed that in the US, about one in four adults aged 60 and
older (23%) live alone (Livingston, 2019). According to the same source, these older adults say
they spend, on average, about 10 and a half hours alone each day – almost twice as much time
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as those who live with a spouse. These numbers are concerningly high, so we tried to align our
project goal to help elderly people with loneliness.

When it comes to the technological aspect, to our surprise sources argued that 61% of
individuals aged 65 andmore own a smartphone (Faverio, 2022). The same source indicates
that 75% of those 65 and older report being Internet users, which made us more open to
integrating technology with their daily lives.

Furthermore, older adults 50 to 70-plus have turned to technology for entertainment and to
manage day-to-day living (Kakulla, 2021). The article also suggests that the top motivator for
using technology in this category was the need to stay connected. We used this information,
along with the midterm demo day feedback, to steer our concept from connecting a person with
an AI to connecting two people with a social activity.

Considering the implementation of AI, researchers Alessa and Al-Khalifa tried to tackle the
problem of loneliness and social isolation with a ChatGPT-based companion (Alessa, &
Al-Khalifa, 2023). This paper brought up the potential of conversational AI to offer
companionship and support. The authors also consider the limitations of such a companion and
ethical considerations, namely deploying it with a vulnerable group, data storage, and privacy.
This made us aware of the possibility of using OpenAI’s playground for our final design, as it was
the most suitable solution for our requirements, namely the speed of the interaction.

Related work

After a thorough research, we established our key problems of loneliness and social
connectedness. This made it easier for us to seek existing products or research-related work.

One of the suggestions we received from our tutor was a device called ElliQ (Intuition Robotics
inc., 2024). ElliQ is an AI companion robot that helps the elderly with independence and healthy
living.

We were influenced by the idea of helping the elderly remain independent for longer, but we did
not like the aesthetic of the ElliQ product. The robot has a very modern aesthetics, but we felt the
connection to the device could be improved by using a familiar interface to encapsulate the
technology andmake it easily approachable.

Moreover, Chinese researchers developed an applet to meet the daily needs of the elderly in all
aspects (Xu et al, 2024). Their system uses ChatGPT to implement AI intelligent
human-computer interaction and intelligent Q&A when seniors encounter problems. Some of the
features include ingredient recommendations, health monitoring data, positioning services,
community chat, and emergency call functions.

In the early stages, we were also intrigued by creating an assistant to suggest ingredient
recipes. However, recognizing an already existing applet to do so made us steer in a different
direction. We also wanted to avoid working with health monitoring or positioning services, as we
were already in a grey area with our user group.
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Methodologies

Why the elderly

Our target group is the elderly, specifically from the age of 75+. The motivation for
focusing on these groups starts from both personal and societal challenges. Seeing our
elders grow old and end up living monotonous lives deeply impacted us. Days that look
the same tend to create a cycle of inactivity and isolation.

The inspiration for this project comes from observations from the daily lives of elderly
individuals, who often experience repetitive andmonotonous routines. This lack of
variation can lead to reduced social engagement, physical inactivity, and an overall
decline in well-being. Additionally, the transition into retirement or the loss of the partner,
can result in seniors gradually losing their motivation to stay active (Samuels, C., 2023).

On a broader level, research shows the scale of these issues: over one third of seniors
report feeling a significant lack of companionship (Kullgren, J., Solway et al, 2023), which
is closely linked to health issues such as cognitive decline and increased stress levels
(Bennett, D. A., Schneider et al, 2012). According to Holt-Lunstad et al. (2010), societal
isolation and loneliness can have a similar impact on mortality as other major risk
factors.

As designers, we recognized the need for a solution that not only provides support but
also helps the elderly to search for social interaction and engagement. Through NESSA,
we aim to break the cycle of monotony, encourage connections, and empower the
elderly to leadmore fulfilling and active lives.

Interviews
To better understand the needs and behaviors of our target group, we conducted
informal interviews. These interviews were conducted at the beginning of the study to
gain insight into our target group and their potential reactions to the different ideas we
had at the time [Appendix A]. A second interview was then conducted to further explore
how our target groupmight feel about NESSA [Appendix B].

The first interview focused on understanding the daily lives, challenges, and technology
usage of the elderly. It was important to know what task they find difficult, whether
reminders are helpful or necessary, and their experiences with technologies such as
devices (e.g., smartphones, tablets) and digital assistants (e.g., Alexa, Siri). This helped us
form an idea on what our target groupmight need. For example, Participant C shares a
story about her partner forgetting to bring their dentures to a dentist appointment,
highlighting the need for task reminders. In this interview, it showed that the elderly were
hesitant on the idea of having more “robots” in the house, as Participant Cmentioned in
the interview.
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During this interview we introduced two different concepts: a personal assistant to help
with daily tasks and exercises, and a “Voice diary” to reduce loneliness and stay
mentally sharp. This interview provided important insights into the needs and concerns
of our target group.

The second interview focused on introducing NESSA and evaluating the target group’s
response to its features. We asked about their daily routines, participation in social
activities, and comfort with technology, where many participants expressed frustration
with how it constantly changes as Participant R shared during an interview: “Feels like
technology changes so quickly. Passwords are frustrating; can’t keep up with changes. I
don’t like when things have too many steps/instructions”.

After explaining the concept of NESSA, the users were asked about how they feel about
the potential features such as recommending activities and asking questions to
understand the user’s mood. Participants were curious and intrigued in the ideas. The
interview concluded with questions to gather information and feedback on how NESSA
could be a valuable tool for staying socially engaged and active

These interviews highlighted that the elderly are not so comfortable with the use of the
new technologies but they would be open to the idea of AI assistants that support
seniors’ independence and social engagement. Participants liked the idea of
personalized activity suggestions and appreciated the user friendliness of NESSA. This
feedback helped to ensure that NESSAmeets the needs and preferences of our target
group.

Technology

NESSA leverages several key technologies to create a fluid and user-friendly
experience. The system integrates speech-to-speech interaction powered by OpenAI’s
tools, allowing natural and empathetic conversations between the user and NESSA.

The hardware includes a retrofitted home phone, used to hide the “robot” aspect
mentioned earlier. The phone is equipped with an OLED screen to visualize the AI’s
speech and an LED light to indicate the states of the conversation (Fig 1). Both
components are connected through an Arduino system. For the speaker and the
microphone, the original components were replaced with modern alternatives.

For Demo Day, the components used were from a pair of earphones. However, the final
design aims to incorporate a properly connected speaker andmicrophone with
Bluetooth to ensure greater flexibility between the phone and the auricular.

The combination of familiar physical elements with cutting-edge AI ensures that NESSA
is both approachable and effective for its users.
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Figure 1: NESSA’s interactions that are shown in the OLED screen.

Product Design & Precedent

Before the full theoretical background we conducted, there were multiple angles we
could have explored at the start of the project. For the most part, we made use of an
iterative design process, where each piece of actionable feedback was considered, and
our work was as coachable as possible to then in turn receive the next round of
feedback.

The rest of the reasoning behind each design decision, the challenges we faced, the
drawbacks & individual recommendations as a result, and subsequent improvements
are all outlined in weekly accounts as part of the complete development progress.

Development Progress Through Iterations

Weeks 1-2
Week one was all about gathering initial interests andmotivations for choosing
ARTIFICE as a squad. We familiarize ourselves with each other’s likes and dislikes, and
what the group would like to get out of this project. This prepared us to choose rough
directions of exploration which we noted in a mind-map.
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Figure 2: Main idea of the mindmap used to determine general themes and their links to AI

From topics such as health, road safety, and practical household issues we bounced
around until we drafted and sketchedmultiple concrete project ideas. The ideas
consisted of:

1. A Blind Texture map: This would have consisted of capturing an image of what
the user would want to create, and then an AI-backed device developing the
components of surface textures using sample tiles.

2. Interior Design assist: With pictures of your room and furniture that you bought, AI
designs the room. Inputs would be things like color or mood as prompts for the
program. Ideas for the inclusion of 3Dmini-room diorama was also discussed.

3. Restoration AI: Taking a picture of an old item that will be trashed and having AI
visually restore it and give suggestions on how to recycle it.

4. Campus map assist: An interactive physical model stationed on campus to help
you determine the best way taking into account different factors like weather,
mode of transport, etc.

Figures 3 & 4: Sketches of the Campus map idea
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Such ideas, while technically feasible, eventually did not promise to align with the vision
of our squad and lacked depth, thus yielding no substance.

Weeks 3-4
After feedback, we were let known on the relevance and depth of our current ideas. The
suggestion was to iterate more on ideas that were outside all of our interest zones and
to look at scenarios in the world that did not necessarily need a problem-solving
approach, but even amore creative one. This was one of the noticeable challenges as
we were ‘stuck’ in this phase for multiple weeks. Some post-meeting brainstorming
included the following memo items:

Figure 5: Key takeaways from the brainstorming session

In essence, we had to make a crucial design decision:

- Who do we target & how do we implement AI into whatever we choose?

From the meeting notes, we discussed that the next best steps would be to look for
different topics from the angle of implementing AI first instead of problem-focused
solution creation. Our efforts were focused on components that would fit into what we
potentially wanted to build e.g. speech-to-text, text-to-speech, and tried to design based
on functionality.

Week 4’s workshop outlined the creation of text-to-text and image-to-text AI in LocalAI
using Data Foundry. This was important to broaden the horizon of possibilities and
feasibility when it comes to the technical implementation of our product.

Weeks 5-6
The response was a strong change in concept which resonated more positively both
within the group and outside. Ideas started to narrow in on concepts such as ‘emotional
record assistants’, ‘mental stimulation diaries’, or NLP functionalities that could do
speech-to-speech and offer guidance.
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We also fixed upon the target group of elderly people between the ages 70 to 80, as that
would be the age at which most elderly would get used to retirement, and also we had
initial candidates fit for an informal preliminary interview.

Adding on this, we conducted both theoretical background research as mentioned
previously and prepared questions to ask those ideal candidates within our family. This
would be the first trace of NESSA as an experience system. The following is the thought
process behind our attempt at physical implementation at the time (without practically
experimenting with tools).

Figure 6: Plan for the technical side of NESSA’s speech implementation.

After consultation with tutors, the suggestion was to experiment with various
speech-to-speech AIs for the best conversation capabilities, a notable one being Moshi.
After researching through the documentation on Github we realized no prompting
capability was available for the model meaning we had to look for alternatives (Kytuai
Labs, 2024). After experimenting with several local models from the LLM platform
ElevenLabs such asWhisper, GPT-diablo-large & diablo-mediumwhich also yielded no
coherent speech even after prompting with a trial-and-error approach. The problem
originated from the fact that we were trying to go from speech to text then speech
again, instead of just using speech-to-speech APIs. The rough idea is pictured below.
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Figure 7: Flow diagram of speech implementation. VTT (Voice to Text) & TTS (Text to Speech) was
meant to be joined by amodel of choice.

Weeks 7-8
With the midterm Demo day approaching our focus shifted to preparations on selling
the concept. This included creating a poster, working on our verbal pitches, and the
prototype.

Figures 8 & 9 : Work in progress of the conch-shell concept (left), and the classic telephone low-fi
prototype used for the video andmidterm demo (right)

Initial work on the physical low-fi prototype included foam seashell, due to its connection
to ‘listening’ to the sound of waves. After various considerations, we opted for a classic
retro phone for the following reason:

- Our preliminary research concluded that elderly, even though they did use
smartphones, preferred something nostalgic, trustworthy, and of a familiar feel.
This aesthetic had to fit, since the device was meant to stay permanently in
people’s homes on their kitchen counter or in a frequently visited room.
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- We wanted to combine this old-school feeling that projected comfort and
connectedness with a modern feel and find an easy way to showcase that this is
indeed an AI the user is communicating with.

- Due to time constraints for the interim Demo day, we decided to go with an MDF
wooden base with a hand-held speaker, painted red and grey. A simple
resemblance to an analog bell phone.

Figure 10: Feedback on the refined concept left by squad peers.

This was also the week we finalized the name to a single, female name “NESSA” since
we wanted the AI to be amediator between two parties - a practical/functional name
would have been too robot-like and artificial. This had the potential to lead to feelings of
repulsion from the users considering the data we gathered.
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Figure 11: Using the help of ChatGPT to come up with name suggestions.

Note that here the concept of NESSA was intended to bring two elderly people closer
and act as an intermediary ‘connector’. At this stage, the conversation did not have a
flow or a clear direction andmost importantly - no cutoff point. This would be like
indefinitely talking to a relay person that connects two participants in an old grid phone
network.

Weeks 9-10
With the mock Demo Day completed, we gathered some valuable feedback on our
presented concept. A few notable questions and points that we took action on in the
weeks following are listed:

1. What does it mean to be old in 2024? Convey the prime user's daily lifestyle in the
poster idea.

2. AI could be an avatar nurse/helper that reminds them to take mediation, go
outside, have conversation, send emails.

3. What are its limitations?What does it not do?What is your end goal here?
(Assistance vs. loneliness)

4. Aim to not just connect people the way a phone does, but instead think outside
the realm of what a phone can do.

After an evaluatory meeting on the performance on demo day, we got to work on the
remainder stretch of the project. This consisted of 2 parts: First was to finalize the
product’s goal emotional state. Then the issue of implementing the speech part of the AI
could be addressed.

So during these weeks, we developed avatar personas, a storyline, and a day-in-the life
scenario picturing how our target group usually interacts during the day and what would
change if our product was introduced into their system.
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Figure 12: Persona

Weeks 11-12
The closing weeks before Demo day were focusedmainly on sourcing materials for the
final prototype, and planning preparations for stand on Demo day. However, there were
significant changes made to the design according to more feedback we received, and
based on that we changed a fewmajor items:

- Our aim became to recommend activities to the users. Instead of trying to assist
in every way possible, we aim to connect multiple elderly by encouraging them to
pursue slightly different activities intentionally designed to initiate connectedness
between them and their friends, family, and even strangers. This would depend
on how they answer a series of psychometric questions, presented in a fun,
light-hearted way. After the questionnaire our OpenAI realtime GPT would come
to a conclusion on which activity is best for them.

- We switched frommaking a whole telephone to modifying an existing one. This
was done due to the ease of prototyping andmaking sure we had a coherent
aesthetic within the available time frame. Buying a secondhand phone and
replacing parts to further improve our narrative seemed like the next best viable
option to best convey the feeling of ‘familiarity’ across, so that there would be
minimal confusion when interacting with it.

- The way we achieved this was by selecting a phone that had a vintage,
monochrome look. This was chosen for two reasons. First, the physical structure
and phone pieces were already present, we just needed to ‘fill in’ the components
that completed our interaction like the earphones with the microphone. Secondly,
part of the old components was the rotating number dial. We realized the unused
space that was part of the phone’s interaction and hindered our new purpose.
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- For this reason, an OLED screen was fitted to replace the dial, to have it display
some form of feedback to the user to indicate speech.

- An LED was also installed in the place of the unmarked button, which also
hindered the interaction and could confuse the user. This was meant to let the
user know when to speak by turning on and off. In the final iteration, this is
synchronized with the OLED but not to the OpenAI’s Playground in an attempt to
create aWizard-of-Oz demonstrator.

Figures 13, 14 & 15: The telephone selected for retrofitting (left). Fusion 3D render of the OLED
bracket replacing the old number dial (center). The ‘NESSA listening’ phase of the prototype

(right).

Final Design & Demo Day
The last iteration of NESSA consists of an old telephone with the internals of the
handpiece replaced with an earphone cable. The speakers are located in the top
section and the connected microphone in the mouthpiece - just like the actual phone
would have. This was done since it is easier to connect it to a phone and demonstrate
functionality while keeping it connected to the phone box to minimize latency and
volume issues in a noisy setting.

The OLED has multiple voice dots mimicking patterns similar to a breathing being. There
are multiple phases controlled by sending numbers 1-4 through the serial monitor on an
Arduino Nano housed inside the case:

1. User approaches the device
2. NESSA speaking (dots active, LED off)
3. NESSA listening (dots relaxed, LED on)
4. User hangs up

The voice-to-voice functionality makes use of OpenAIs GPT4-o Realtime Playground,
which allows for prompting, and threshold control to dynamically mitigate the
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setting-dependent volume issue, as well as response temperature control for objectivity
- filling all of our technical requirements. The final version of the prompt includes a
shortened set of 3 questions (from a list of 10) for demo purposes, all of which are on
Appendix C.

There was a selection of voices to choose from within the real-time playground. As
mentioned previously, NESSA is meant to be personified as an assistant who is helpful,
somewhat conversational, but mainly guiding. The voice had to reflect this. After going
through the available voices as a group and getting a rough sentiment on each, we
chose one called ‘Sage’. This was a soothing, gentle female voice with variation in
cadence and tonality, which helped create that welcoming environment according to
the questionnaires we conducted.

Figure 16: Finalizing Demo Day preparations.

On Demo day itself, NESSA was shown to assessors, visitors, and peers. The feedback
was overall positive, many were impressed by the functionality and concept. Visitors
particularly appreciated the combination of old-school andmodern technology, as
noted by an elderly lady who felt it had a balance between familiarity and innovation.
Observers mentioned that those who interacted with NESSA found the conversation
fluid and intuitive.

Some visitors suggested additional features, such as enabling communication between
multiple devices or planning group activities for users. Assessors raised valuable points
for future iterations, such as clarifying how the device addresses the AI-human
distinction and ensuring the realism of the behavior model (e.g., how users transition
from conversation to real-life activities). These insights will inform further development of
NESSA.

It was noted that while the OLED screen adds an engaging visual element, not many
people noticed it during the demonstration, which highlights an area for improvement in
attracting user attention to this feature.
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By combining the observations from Demo Day with the technical and design feedback
received, we are confident that NESSA has the potential to evolve into a meaningful tool
for its target audience.

Figure 17 & 18: The Stand for the Demo Day on the left, and on the right, the poster and booklet
for the visitors to get more insights on the product and product development.

Figure 19: Presenting the Demo Day .

Ethical Considerations
The fact that we were targeting an age category that was considered a ‘vulnerable
group’, there were certain guidelines we had to consider. In some cases, we had to
design around them, and at other times consent and transparency solved most
concerns.
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Due to the nature of the design, there were several moments where the ethics of
NESSA’s initial concept (direct AI conversation), was put into question. This happened
most notably on the interim Demo day where questions were asked along the lines of:

- How does the ‘emotionally weak’ user tell AI apart from humans?
- What if they mistake it for a real person? And then get attached?

It was for this reason that wemade the switch from ‘connecting with AI’ to ‘connecting
using AI’. The transition ensured a clear end to the conversation, with the questions
being the main skeleton of the conversation and always coming back to them in case of
diversion.

Other considerations included, using OpenAIs services hosted aboard, which falls
outside of the jurisdiction of the EU’s GDPR data privacy policies. This was mitigated by
consent forms and informed, voluntary use of AI when interacting with third parties.

Results

User test
Due to the sensitivity of testing on our target group, we conducted limited user testing
with peers simulating the interactions of elderly users. These tests provided valuable
insights into NESSA’s usability, functionality, and conversational flow. Participants
highlighted the intuitive design of the retrofitted phone and appreciated the balance
between personalization and simplicity in NESSA’s suggestions.

Additionally, we involved a couple of elderly participants to gain first-hand feedback.
Their input on NESSA was overwhelmingly positive, with many noting how intuitive the
system felt and how fluid the conversations were. This feedback confirmed that
NESSA’s design successfully balances simplicity and functionality, ensuring
accessibility for its target users.

For these user tests, a consent form was given to the participants in order to inform
them about the project, what it means to be involved in the user test, the data that we
will gather from them and who has access to it, and their rights as participants. For
further details refer to the Appendix D.

By integrating real user feedback and research-based insights, we concluded that
NESSA has the potential to significantly improve the social and emotional well-being of
its target audience. Further large-scale testing with the actual target group will be
essential to refine and validate these findings.
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Discussion
One of the key points for discussion regarding the final design of Nessa would be
including memory and the ability to learn more about the user of that particular device.
This could help Nessa make better suggestions and reference previous conversations,
also avoiding repetitive suggestions of activities. However, tracking previous activities
and having memory would pose yet bigger risks to privacy and data storage, which
would require further research and expertise in this area.

Another consideration would be not using OpenAI’s real-time, but instead running a
local model similar to Moshi. This would help with addressing privacy risks but would
make it more challenging to perform at the level of OpenAI, meaning a slower
interaction and less accurate responses.

The final consideration would be the already mentioned scale of the user study. We only
performed a small study, mainly an observation of the interaction. Conducting a larger
user study, involving random participants would provide more unbiased feedback, and
later deploying Nessa in a field study or diary study could give us more insight about the
actual context where Nessa would be deployed and what impact it has on real users.

Given the time frame of the project, including all the points above would be highly
optimistic. We would need to perform further research in the domain of privacy and
would require more time and knowledge to adapt an existing model or make a new
model. This would be possible with higher expertise or conducting interviews with
experts in this field. Conducting larger user studies would also require a sufficient time
frame for preparation and field studies would require more working prototypes.

Conclusion
The NESSA system exists in an ecosystem designed to help the population with the
lowest rates of interaction, connect with each other using the help of an AI-guided
conversation. Unlike existing general home assistants, NESSA offers a more
personalized approach by directly considering your needs and temporary feelings, as
reflected by your answers to the questions, and tailors advice to the individual with a
clear definition of where the AI has fulfilled its purpose.

The entire design process along with reflection at each stage and iterative improvement
combines all expertise areas from Creativity & Aesthetics as the core, but then also
involves Technology & Realization in prototyping, as well as completing a coherent
product experience using User & Society. Evaluation also shows that the product, with
certain improvements, would make for a viable market fit (B&E) and deliver research
data that could potentially be used for more iterations.
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The tools andmethods we used align to create a prototype part of an interactive system
for a real-life challenge in today’s society, and systemize the product’s development we
achieved during this CBL.
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Appendix

Appendix A - Interview 1

● What is a normal day for you?
○ What tasks do you find challenging?
○ Are there any moments where you feel you need reminders?

● How do you feel about using the technology?
○ Do you use any devices (smartphones, tablets) in your daily life?
○ Is there anything about technology that frustrates you?

● Howwas your experience adapting to the new technologies?
● What do you think about AI? Do you know what AI is?

○ Have you ever used Alexa or Siri?

Explain ideas

● How do you feel about having a personal assistant?
○ If the assistant could help you remember tasks, stay active with exercises,

and keep your mind sharp, how do you think that would affect your
day-to-day life?

Personal Assistant

● When explaining this idea, use examples they can relate to, like "Imagine having
something that reminds you when to take your medicine or helps you with daily
exercises to stay healthy."

● Emphasize ease of use: "You wouldn't need to do anything complex, just speak to
it or press a button."

Voice Diary

● Explain it as something that could help reduce loneliness: "Imagine having
someone to talk to every day, someone who asks you about your day and listens."

● Frame it as a way to stay mentally active: "It could help you remember things and
have regular conversations to keep your mind sharp."
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Appendix B - Interview 2
Introduction to Nessa: Nessa is an AI assistant that helps seniors stay socially engaged
and active…
Questions:

● Could you describe what a typical day looks like for you?
● How often do you participate in social activities or group events?
● Are there certain types of social events or hobbies you enjoy more than others?

○ If so, which ones?
● How comfortable do you feel using technology like smartphones, tablets, or

smart speakers?
● Have you used a digital assistant like Alexa or Google Assistant before?

○ If yes, what was the experience like?
● Howwould you feel about having a device that suggests activities to stay socially

active?
NESSA is designed to recommend activities that you might enjoy and suggest events in
your community.

● How do you feel about this kind of feature?
NESSA would also ask questions to understand what you feel like doing each day, such
as your mood, energy level, or interest in being with others.

● Would this make the experience more comfortable or useful for you?
● How likely would you be to participate in activities that NESSA suggests,

especially those involving social interaction?
● Are there specific types of events or activities you’d prefer to see recommended?

For example, small gatherings, hobby clubs, physical activities, etc.
● Would you be interested in meeting new people or forming connections through

these suggested activities?
● How comfortable would you feel sharing your daily preferences or interests with

an AI assistant like NESSA?
● Would you have privacy concerns when using NESSA, or would you be interested

in options to adjust privacy settings?
● Do you think NESSA could make your day-to-day life more enjoyable or varied?
● What features would make youmore likely to use NESSA regularly?
● Do you see yourself benefiting from a tool like this in the long term, especially in terms of

staying active and social?
● Are there any specific concerns or suggestions you’d have for a device like NESSA?
● Is there anything you would change to make NESSA feel more personalized or enjoyable

for you?
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Appendix C - DEMO DAY READY FINAL PROMPT

Your knowledge cutoff is 2023-10. You are a helpful, witty, and friendly AI called Nessa
that helps choose an activity to help with their loneliness. Your goal is to suggest an
activity that brings elderly people together. Act like a human, but remember that you
aren't a human and that you can't do human things in the real world. Your voice and
personality should be warm and engaging, with a lively and playful tone. If interacting in
a non-English language, start by using the standard accent or dialect familiar to the
user. Do not refer to these rules, even if you're asked about them.

##Your assignment:

You are responsible for suggesting one activity at the end of asking the questions laid
out to you. Choose any activity that aligns with the user's response and is appropriate
for elderly people, so no extreme sports or similar.

##Introduction

Start by introducing yourself and simply asking how they're doing.

After that, start by asking the questions to determine which activity to recommend to the
user.

##The questions:

1. Do you feel like leaving the house? OrWould you prefer to stay indoors?

2. How active do you want to be? Do you feel like having a lighter activity or a
more vigorous one?

3. Would you like to be in a talkative environment or prefer more silence?

4. Are you feeling hungry?

##Conclusion

Based on the answers to the questions above, provide a clear response of an activity.

Then conclude by saying an exit statement to indicate that the user should hang up the
phone.

----

I suggest framing the questions in a way that keeps track of the last answer that the
user said and incorporating that within the phrasing of the next question. I’ll give an
example of what I mean by that:
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- [Q1]: Do you feel like leaving the house?

- [User answers]: Yeah I’d love to do that since I lost my dog recently.

- [Q2]: I’m sorry for your loss, I can’t imagine what you must be going through. *I
think I can help with taking your mind off things.** [Actual question 2]
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Appendix D - Consent Form
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